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1 Dist from statistics
Suppose we have X1, ..., X, iid’s,and Z = 1 X; sample mean. s = —L- 3" (X, — X)?

sample var.
Unbiased estimators:
E(X) =E(X1),E(5%) = Var X,
What kind of RV’s are X, 52?
Understand when X; ~ N (u, 0?).

If we know

n=E(X;)

02 =Var X;
Theorem 1.1. Assume X;’s are iid’s X; ~ N(u,o?), then:
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(i) XNN</L, Uﬂ)

. 52
(i) (n— 1); ~ X721—1

then we know X;’s completely.

(iii) X, S? are independent!

Proof. (i)

2 2
and Y X; ~ N(npu,no?).So X ~ N (u,m> =N (M,U) .



(ii) Uses the symmetry of pdf for Z = (Z, Z, ..., Zy,).

fale) = \/21?)”@—%<z%+~-+zi>
Recall the covariance matrix: Yy, ...,Y, iid’s ~ N(0,1).
Wi Y
W=|:|=A4]|:]|=AY.
W, Y.
Then
L whaam) w2

e

Wiy.. ., Wp) =
fw (wr ) Var)?
where V = AAT = covariance matrix. V; ; = E (W,;W;) = Cov(W;, W;).
Special cases when A is orthogonal:
ATA=id,.
It is the same thing
n n

Z Wi2 = Z Yi2

i=1 i=1
where W; = AY;, A is orthogonal.

S W2 =W'W = (Y"A")AY = YT (44")"Y =YY,

i=1

X; —
Back to proof. We use unit normals: replace X; by ¥; = £ so Y, ~ N(0,1).
g
Y IZ ~ (0,2 — /nY ~N(0,1)
= — ~ — n ~ .
n n ’

Y

We have /nY =3 ay;Y; where Y af; =1 =0%,.

Complete v/nY := W;. Using Gram-Schmidt we can fill a matrix with orthonormal

basis.



So A is orthogonal and W = AY. We have >~ W7? = > Y. We have
Sy
i=2 i=1
=2 YIS Y 50 ) ()
i=1 i,j ioj=1
=D (Yi-Y)

(n—1)52
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SQ
Tosumup, Y1 W7 = (n—1)=;.

o
FACT: x*(d) ~ Z} + ... Z2.

(iii) (X, S? are independent.)

XZGW1+b
S?=ad (Wi+...+W2)+¥

while W; and W, ..., W, are independent.

?FACT:

We showed that x?(1) = Z; =T [3,1].
1
By induction, we want to show x?(d) ~ T’ [;l, 2] .

Lemma 1.1.
X ~ T, A, Y ~T[B, A]

are independent then X +Y ~ Tla + §, A].

It remains to show:

d 1
2724 +Z2~T =, <.
Xd 1+t 2 23
(1/2)d/2l_d/271072/m
fa@={ @ #=
Xa
0,z <0.



Know: 7% = Z%.

It suffices to show that
Cla, \| +T[8,A\] =T+ 5,A] when independent.

E()\) +E(\) =T[2,\.
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