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G & S, 3rd ed, 1.8.28: if P(E) > 0 then E 6= ∅.

Agenda: “law of averages"; basics of prob. mass function/prob. density functions, cu-
mulative distribution functions (cdf’s).

Idea: compare statistical and model ideas of probability,

Suppose E ⊂ Ω. Repeat, independently, the experiment n time.

n(E) = # of these trials such that outcome ∈ E.

lim
n→∞

n(E)

n
= P(E) ?

Bernoulli considers:
1

n
Sn =

1

n

n∑
i=1

IEi

where IEi is indicator random variable for E in the ith trial.

IEi =

1 i-th result ∈ E

0 otherwise.

P(E) = P(Ei) = p.

Assume (WLOG) experiment is a biased coin with P(H) = p.

Theorem 1.1.
As n→∞,P

(
p+ ε >

1

n
Sn > p− ε

)
−→ 1

1



“Large deviations go to zero."

Proof.

P
(

1

n
Sn > p− ε

)
= P (Sn > np− nε)

=
∑

k>np+nε

(
n

k

)
pkqn−k

≤
∑
k

eλ[k−n(p+ε)]
(
n

k

)
pkqn−k

for some λ > 0

≤ e−λnε
∑(

u

k

)
(peλq)k(qe−λk)u−k

≤ e−λnε(peλq + qe−λp)n
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